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Abstract

We introduce a new iterative regularization method for solving inverse problems that can be written as systems of linear or non-linear equations in Hilbert spaces. The proposed averaged Kaczmarz (AVEK) method can be seen as a hybrid method between the Landweber and the Kaczmarz method. As the Kaczmarz method, the proposed method only requires evaluation of one direct and one adjoint sub-problem per iterative update. On the other, similar to the Landweber iteration, it uses an average over previous auxiliary iterates which increases stability. We present a convergence analysis of the AVEK iteration. Further, numerical studies are presented for a tomographic image reconstruction problem, namely the limited data problem in photoacoustic tomography. Thereby, the AVEK is compared with other standard iterative regularization methods including the Landweber and the Kaczmarz iteration.
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1 Introduction

In this paper, we study the stable solution of linear or non-linear systems of operator equations of the form

$$F_i(x) = y_i \quad \text{for } i = 1, \ldots, n.$$  \hspace{1cm} (1.1)

Here $F_i : D(F_i) \subseteq X \rightarrow Y_i$ are possibly nonlinear operators between Hilbert spaces $X$ and $Y_i$ with domains of definition $D(F_i)$. We are in particular interested in the case that we only
have approximate data $y^δ_i \in \mathbb{Y}_i$ available, which satisfy an estimate of the form $\|y^δ_i - y_i\| \leq \delta_i$ for some noise levels $\delta_i > 0$. Moreover, we focus on the ill-posed (or ill-conditioned) case, where exact solution methods for (1.1) are sensitive to perturbations. Many inverse problems in biomedical imaging, geophysics or engineering sciences can be written in such a form (see, for example, [14, 29, 36].) For its stable solution one has to use regularization methods, which use approximate but stable solution concepts.

There are at least two basic classes of solution approaches for inverse problems of the form (1.1), namely (generalized) Tikhonov regularization on the one and iterative regularization on the other hand. Both approaches are based on rewriting (1.1) as a single equation $F(x) = y$ with forward operator $F = (F_i)_{i=1}^n$ and exact data $y = (y_i)_{i=1}^n$. In Tikhonov regularization, one defines approximate solutions as minimizers of the Tikhonov functional $\lambda \sum_{i=1}^n \|F_i(x) - y^δ_i\|^2 + \lambda \|x - x_0\|^2$, which is the weighted combination of the residual term $\sum_{i=1}^n \|F_i(x) - y^δ_i\|^2$ that enforces all equations to be approximately satisfied, and the regularization term $\|x - x_0\|^2$ that stabilizes the inversion process. In iterative regularization methods, stabilization is achieved via early stopping of specially designed iterative schemes. For this class of methods, one develops special iterative optimization techniques designed for minimizing the un-regularized residual term $\sum_{i=1}^n \|F_i(x) - y^δ_i\|^2$. The iteration index in this case plays the role of the regularization parameter which has to be carefully chosen depending on available information about the noise and the unknowns to be recovered.

In this paper we consider the class of iterative regularization methods. We introduce a new member of this class, named the averaged Kaczmarz (AVEK) iteration. The method combines advantages of two main iterative regularization techniques, namely the Landweber and the Kaczmarz iteration.

### 1.1 Iterative regularization methods

The most basic iterative method for solving inverse problems is the Landweber iteration [14, 19, 21, 25], which reads

$$\forall k \in \mathbb{N}: \quad x^δ_{k+1} := x^δ_k - \frac{s_k}{n} \sum_{i=1}^n F'_i(x^δ_k)^* \left( F_i(x^δ_k) - y^δ_i \right).$$  \hspace{1cm} (1.2)

Here $F'_i(x)$ is the Hilbert space adjoint of the derivative of $F_i$, $s_k$ is the step size and $x^δ_1$ the initial guess. The Landweber iteration renders a regularization method when stopped according to Morozov’s discrepancy principle, which stops the iteration at the smallest index $k_\ast$ such that $\sum_{i=1}^n \|F_i(x^δ_{k_\ast}) - y^δ_i\|^2 \leq n(\tau\delta)^2$ for some constant $\tau > 1$. A convergence analysis of the non-linear Landweber iteration has first been derived in [19]. Among others, similar results have subsequently been established for the steepest-descent method [30], the preconditioned Landweber iteration [12], or Newton-type methods [6, 35].

Each iterative update in (1.2) can be numerically quite expensive, since it requires solving forward and adjoint problems for all of the $n$ equations in (1.1). In situations where $n$ is large and evaluating the forward and adjoint problems is costly, methods like the Landweber-Kaczmarz iteration (see [13, 17, 18, 22, 23])

$$\forall k \in \mathbb{N}: \quad x^δ_{k+1} := x^δ_k - s_k \alpha_k F'_k(x^δ_k)^* \left( F_k(x^δ_k) - y^δ_k \right),$$  \hspace{1cm} (1.3)

where $[k] := (k - 1 \mod n) + 1$, are often much faster. The acceleration comes from the fact that the update in (1.3) only requires the solution of one forward and one adjoint problem instead
of several of them, but nevertheless often yields a comparable decrease per iteration of the reconstruction error. The additional parameters $\alpha_k \in \{0, 1\}$ are introduced to effect that in the noisy data case some of the iterative updates are skipped which renders the (1.3) a regularization method. Such a skipping strategy has been introduced in [18] for the Landweber-Kaczmarz iteration and later, among others, combined with steepest descent and Levenberg-Marquardt type iterations [3, 11]. These Kaczmarz type methods often perform well in practice, but lack of convergence in the absence of a common solution, even in the well-posed case. This can easily be seen in the case of two linear equations in $\mathbb{R}$ without a common solution [27, Section 2], see also [10, 38]. The AVEK method that we introduce in this paper overcomes this issue but is still computationally efficient.

1.2 The averaged Kaczmarz iteration

The AVEK iteration is defined by

$$x_{k+1}^\delta := \frac{1}{n} \sum_{\ell = k-n+1}^{k} \xi_{\ell}^\delta$$

(1.4)

$$\xi_{\ell}^\delta := x_{\ell}^\delta - s_\ell \alpha_{\ell} F_{[\ell]}'(x_{\ell}^\delta)^* \left( F_{[\ell]}(x_{\ell}^\delta) - y_{[\ell]}^\delta \right)$$

(1.5)

$$\alpha_{\ell} := \begin{cases} 1 & \text{if } \|F_{[\ell]}(x_{\ell}^\delta) - y_{[\ell]}^\delta\| \geq \tau_{[\ell]} \delta_{[\ell]} \\ 0 & \text{otherwise} \end{cases}$$

(1.6)

Instead of discarding the previous computations, in the AVEK iteration one remembers the last Kaczmarz type auxiliary iterates $\xi_{\ell}^\delta$ and the update $x_{k+1}^\delta$ is defined as the average over them. The parameters $\alpha_{\ell}$ effect that no update for $\xi_{\ell}^\delta$ is performed if $\|F_{[\ell]}(x_{\ell}^\delta) - y_{[\ell]}^\delta\|$ is sufficiently small; $\tau_{[\ell]} \geq 0$ are control parameters. As the Kaczmarz iteration, the AVEK iteration only requires evaluating a single gradient $F_{[\ell]}'(x)^*(F_{[\ell]}(x) - y_{[\ell]}^\delta)$ per iterative update which usually is the numerically most expensive part for evaluating (1.4)-(1.6). On the other hand, as the Landweber iteration (1.2), each update in the AVEK uses information of all equations which enhances stability. Further, note that the AVEK update can alternatively be written as $x_{k+1}^\delta = x_k^\delta + (\xi_k^\delta - \xi_{k-n}^\delta)/n$ which can numerically be more efficient than evaluating (1.4).

In this paper we establish a convergence analysis of (1.4)-(1.6) for exact and noisy data (see Section 2). These results are most closely related to the convergence analysis of other iterative regularization methods such as the Landweber and steepest decent methods \cite[30]{19,30} and extensions to Kaczmarz type iterations \cite[11,18,26]{11,18,26}. However, the AVEK iteration is new and we are not aware of a convergence analysis for any similar iterative regularization method. We point out, that the AVEK shares some similarities with the incremental gradient method of \cite[7]{7} and the averaged stochastic gradient method of \cite[37]{37} (both studied in finite dimensions). However, the iterations of \cite[7,37]{7,37} are notably different from the AVEK method as they use an average of gradients instead of an average of auxiliary iterates (cf. Section 4).

1.3 Outline

The rest of this paper is organized as follows. In Section 2 we present the convergence analysis of the AVEK method under typical assumptions for iterative regularization methods. As main results we show weak convergence of AVEK in the case of exact data (see Theorem 2.6) and...
converge as the noise level tends to zero (see Theorem 2.9). The proof of an important auxiliary result (Lemma 2.5) required for the convergence analysis is presented in Appendix A. In Section 3, we apply AVEK method to the limited view problem for the circular Radon transform and present a numerical comparison with the Landweber and the Kaczmarz method. The paper concludes with a summary presented in Section 4 and a discussion of open issues and possible extensions of AVEK.

2 Convergence analysis

In this section we establish the convergence analysis of the AVEK method. For that purpose we first fix the main assumptions in Subsection 2.1 and derive the basic quasi-monotonicity property of AVEK in Subsection 2.2. The actual convergence analysis is presented in Subsections 2.3 and 2.4.

2.1 Preliminaries

Throughout this paper $F_i: D(F_i) \subseteq X \rightarrow Y_i$ are continuously Fréchet differentiable maps for $i \in \{1, \ldots, n\}$. We consider the system (1.1), which can be written as a single equation $F(x) = y$ with forward operator $F = (F_i)_{i=1}^n$ and exact data $y = (y_i)_{i=1}^n$ in $Y := \prod_{i=1}^n Y_i$. Here $y \in Y$ are the exact data and $y^\delta = (y^\delta_i)_{i=1}^n \in Y$ denote noisy data satisfying $\|y_i - y^\delta_i\| \leq \delta_i$ with $\delta_i \geq 0$.

For the convergence analysis of the AVEK method established below we assume that the following additional assumptions are satisfied.

**Assumption 2.1** (Main conditions for the convergence analysis).

(A1) There are $x_0 \in X$, $\rho > 0$ such that $B_\rho(x_0) := \{x \mid \|x - x_0\| \leq \rho\} \subseteq \bigcap_{i \in \{1, \ldots, n\}} D(F_i)$.

(A2) For every $i \in \{1, \ldots, n\}$, it holds $\sup\{\|F'_i(x)\| \mid x \in B_\rho(x_0)\} < \infty$.

(A3) For every $i \in \{1, \ldots, n\}$, there exists a constant $\eta_i \in [0, 1/2)$ such that

$$\forall x_1, x_2 \in B_\rho(x_0): \quad \|F'_i(x_1) - F'_i(x_2) - F''_i(x_1)(x_1 - x_2)\| \leq \eta_i\|F'_i(x_1) - F'_i(x_2)\|. \quad (2.1)$$

Equation (2.1) is often referred to as local tangential cone condition.

(A4) For the exact data $y \in Y$, there exists a solution of (1.1) in $B_{\rho/3}(x_0)$.

From Assumption 2.1 it follows that (1.1) has at least one $x_0$-minimum norm solution denoted $x^* \in X$. Such a minimal norm solution satisfies

$$\|x^* - x_0\| = \inf\{\|x - x_0\| \mid x \in B_\rho(x_0) \text{ and } F(x) = y\}.$$
2.2 Quasi-monotonicity

Opposed to the Landweber and the Kaczmarz method, for the AVEK method the reconstruction error $\|x^\delta_k - x^*\|$, where $x^*$ is a solution of (1.1), is not strictly decreasing. However, we can show the following quasi-monotonicity property which plays a central role in our convergence analysis.

**Proposition 2.2 (Quasi-monotonicity).** Let $x^* \in B_p(x_0)$ be any solution of (1.1). Suppose that $x^\delta_k$ is defined by (1.4)-(1.6), and that Assumption 2.1 holds true. Additionally, suppose that the step sizes $s_k$ are chosen in such a way that

$$s_k\|F_\ell'(x)\|^2 \leq 1 \text{ for every } i, k \text{ and } x \in B_p(x_0).$$

Then for every $k \geq n$ it holds that $x^\delta_k \in B_p(x_0)$ and

$$\|x^\delta_{k+1} - x^*\|^2 \leq \frac{1}{n} \sum_{\ell=k-n+1}^{k} \|x^\delta_{k} - x^*\|^2
- \frac{1}{n} \sum_{\ell=k-n+1}^{k} s_\ell\alpha_\ell\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\| \left((1 - 2\eta_\ell\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\| - 2(1 + \eta_\ell)\delta_\ell)\right).$$

**Proof.** Assume for the moment that (2.1) and (2.2) are satisfied on the whole space $X$ instead only on $B_p(x_0)$. Then, for each $\ell \in \mathbb{N}$, we have

$$\|\xi^\delta_{\ell} - x^*\|^2 - \|x^\delta_{\ell} - x^*\|^2 = \|\xi^\delta_{\ell} - x^\delta_{\ell}\|^2 + 2\langle \xi^\delta_{\ell} - x^\delta_{\ell}, x^\delta_{\ell} - x^* \rangle
\leq s_\ell^2\alpha_\ell^2\|F_\ell'[x^\delta_{\ell}]\|^2\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|^2 - 2s_\ell\alpha_\ell\|F_\ell'[x^\delta_{\ell}]\|^2\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|\langle \|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|, x^\delta_{\ell} - x^* \rangle
\leq s_\ell\alpha_\ell\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|^2 - 2s_\ell\alpha_\ell\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|\langle \|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|, x^\delta_{\ell} - x^* \rangle
- 2s_\ell\alpha_\ell\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|
\leq -s_\ell\alpha_\ell\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|^2 + 2\eta_\ell\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|
+ 2s_\ell\alpha_\ell\|y^\delta_{\ell}\|\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|
\leq -s_\ell\alpha_\ell\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\|^2 \left((1 - 2\eta_\ell\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\| - 2(1 + \eta_\ell)\delta_\ell)\right).$$

From Jensen’s inequality it follows that

$$\|x^\delta_{k+1} - x^*\|^2 = \left|\frac{1}{n} \sum_{\ell=k-n+1}^{k} (\xi^\delta_{\ell} - x^*)\right|^2 \leq \frac{1}{n} \sum_{\ell=k-n+1}^{k} \|\xi^\delta_{\ell} - x^*\|^2 \leq \frac{1}{n} \sum_{\ell=k-n+1}^{k} \|x^\delta_{\ell} - x^*\|^2
- \frac{1}{n} \sum_{\ell=k-n+1}^{k} s_\ell\alpha_\ell\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\| \left((1 - 2\eta_\ell\|F_\ell'[x^\delta_{\ell}] - y^\delta_{\ell}\| - 2(1 + \eta_\ell)\delta_\ell)\right).$$
Recall that there exists a solution $\xi^*$ of (1.1) in $B_{\rho/3}(x_0)$ (which can be different from $x^*$). Applying the above inequality to $\xi^*$ we obtain $\|x_{k+1}^\delta - \xi^*\|^2 \leq \frac{1}{n} \sum_{\ell=k-n+1}^k \|x_{\ell}^\delta - \xi^*\|^2$. The assumption $\forall \ell \leq k$: $\|x_{\ell}^\delta - \xi^*\| \leq 2\rho/3$ therefore implies $\|x_{k+1}^\delta - \xi^*\| \leq 2\rho/3$. An inductive argument shows that $\|x_{k}^\delta - x^*\| \leq 2\rho/3$ indeed holds for all $k \in \mathbb{N}$. Consequently, $\|x_k^\delta - x_0\| \leq \|x_k^\delta - x^*\| + \|x^* - x_0\| \leq \rho$ and therefore $x_k^\delta \in B_{\rho}(x_0)$. Thus, for (2.3) to hold, it is in fact sufficient that (2.1) and (2.2) are satisfied on $B_{\rho}(x_0) \subseteq X$. □

The quasi-monotonicity property (2.3) implies that the squared error $\|x_{k+1}^\delta - x^*\|^2$ is smaller than the average over $n$-previous squared errors. This is a basic ingredient for our convergence analysis. However, the absence of strict monotonicity makes the analysis more involved than the one of the Landweber and Kaczmarz iterations.

### 2.3 Exact data case

In this subsection we consider the case of exact data where $\delta_i = 0$ for every $i \in \{1, \ldots, n\}$. In this case, we have $\alpha_\ell = 1$ and we write the AVEK iteration in the form

$$\forall k \geq n: \quad x_{k+1} = \frac{1}{n} \sum_{\ell=k-n+1}^k \left( x_{\ell} - s_{\ell} F(\ell)(x_\ell) - y_{\ell} \right).$$  \hfill (2.4)

We will prove weak convergence of (2.4) to a solution of (1.1). To that end we start with the following technical lemma.

**Lemma 2.3.** Assume that $(p_k)_{k \in \mathbb{N}}$ is a sequence of non-negative numbers satisfying $p_{k+1} \leq \frac{1}{n} \sum_{\ell=k-n+1}^k p_\ell$ for all $k \geq n$. Then $(p_k)_{k \in \mathbb{N}}$ is convergent.

**Proof.** Define $q_k := \max \{ p_\ell \mid \ell \in \{ k-n+1, \ldots, k \} \}$. Then $q_k$ is a non-increasing sequence and $\lim_{k \to \infty} q_k = c$ for some $c \geq 0$. Further, $\limsup_{k \to \infty} p_k = c$. Anticipating a contradiction, we assume that there exists some $c > 0$ such that $\liminf_{k \to \infty} p_k = c - 3\epsilon$. Then there are a subsequence $(k(i))_{i \in \mathbb{N}}$ and a positive integer $i_0$ such that $p_{k(i)} \leq c - 2\epsilon$ for all $k(i) \geq k(i_0)$. Noting that $\limsup_{k \to \infty} p_k = c$, we can assume $i_0$ being sufficiently large such that $p_k \leq c + \epsilon/n$ for all $k \geq k(i_0)$. For $\ell = 1, \ldots, n-1$ and $k(i) \geq k(i_0)$, we have

$$p_{k(i)+\ell} \leq \frac{1}{n} \sum_{j=k(i)+\ell+n-1}^{k(i)+\ell} p_j \leq \frac{n-1}{n} \left( c + \frac{\epsilon}{n} \right) + \frac{c - 2\epsilon}{n} \leq c - \frac{\epsilon}{n}.$$  \hfill (2.5)

Because $p_k \leq \max \{ p_j \mid j \in \{ k(i_0), \ldots, k(i_0) + n - 1 \} \} \leq c - \epsilon/n$ for $k \geq k(i_0)$, this contradicts $\limsup_{k \to \infty} p_k = c$. We therefore conclude $\lim_{k \to \infty} p_k = c$. □

Some implications of the quasi-monotonicity of the AVEK iteration (see Proposition 2.2) are collected next.

**Lemma 2.4.** Let Assumption 2.1 be satisfied and let $x^* \in B_{\rho}(x_0)$ be a solution of (1.1). Define $(x_k)_{k \in \mathbb{N}}$ by (2.4), where the step sizes $s_k$ satisfy (2.2). Then the following hold true:

(a) $\|x_k - x^*\|$ is convergent as $k \to \infty$.

(b) If $\inf \{ s_k \mid k \in \mathbb{N} \} > 0$, then $\sum_{k \in \mathbb{N}} \|F(x_k) - y_k\|^2 < \infty$. 
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Proof. Proposition 2.2 for the case $\delta_i = 0$ yields

$$
\|x_{k+1} - x^*\|^2 \leq \frac{1}{n} \sum_{\ell = k-n+1}^k \|x_\ell - x^*\|^2 - \frac{1}{n} \sum_{\ell = k-n+1}^k (1 - 2\eta[\ell])s_\ell \|F[\ell](x_\ell) - y[\ell]\|^2. \quad (2.5)
$$

This, together with Lemma 2.3, implies that $\|x_k - x^*\|$ is convergent as $k \to \infty$. Summing (2.5) from $k = n$ to $k = m + n$ gives

$$
\sum_{i = 1}^{n} i \|x_{i+m+1} - x^*\|^2 - \sum_{i = 1}^{n} i \|x_i - x^*\|^2 \leq - \sum_{k = n}^{m+n} \sum_{\ell = k-n+1}^k (1 - 2\eta[\ell])s_\ell \|F[\ell](x_\ell) - y[\ell]\|^2. \quad (2.6)
$$

Therefore, we have $\sum_{k=1}^{m+n} \|F[k](x_k) - y[k]\|^2 \leq \frac{1}{M} \sum_{i=1}^{n} i \|x_i - x^*\|^2 < \infty$ for all $m \in \mathbb{N}$, with constant $M := (1 - 2 \max_{i=1,\ldots,n} \eta[j]) \inf_{k \in \mathbb{N}} s_k$. The assertion follows by letting $m \to \infty$. \[\square\]

For the Landweber and Kacmarz iterations strict monotonicity of $\|x_k - x^*\|$ holds. From this one can show that $\|x_{k+1} - x_k\|$ converges to zero. The following Lemma 2.5 states that the same result holds true for the AVEK iteration. However, its proof is much more involved and therefore presented in the appendix.

Lemma 2.5. Under the assumptions of Lemma 2.4, we have $\lim_{k \to \infty} \|x_{k+1} - x_k\| = 0$.

Proof. See Appendix A. \[\square\]

Now we are ready to show the weak convergence of the AVEK iteration $(x_k)_{k \in \mathbb{N}}$. The presented proof uses ideas taken from [26].

Theorem 2.6 (Convergence for exact data). Let Assumption 2.1 hold and define $(x_k)_{k \in \mathbb{N}}$ by (2.4), with step sizes $s_k$ satisfying (2.2) and $\inf \{ s_k \mid k \in \mathbb{N} \} > 0$. Then the following hold:

(a) We have $x_k \rightharpoonup x^*$ as $k \to \infty$, where $x^* \in B_\rho(x_0)$ is a solution of (1.1).

(b) If the initialisation is chosen as $x_1 = \cdots = x_n = x_0$, and

$$
\forall x \in B_\rho(x_0) : \quad \mathcal{N}(F'(x^*)) \subseteq \mathcal{N}(F'(x))
$$

(2.7)

where $x^*$ is an $x_0$-minimal norm solution of (1.1), then $x_k \rightharpoonup x^*$ as $k \to \infty$.

Proof. (a): From Proposition 2.2 it follows that $x_k \in B_\rho(x_0)$ and therefore $(x_k)_{k \in \mathbb{N}}$ has at least one weak accumulation point $x^*$. Suppose $\bar{x}$ is any weak accumulation point of $(x_k)_{k \in \mathbb{N}}$ and assume $x_{k(j)} \rightharpoonup \bar{x}$ as $j \to \infty$. For every $i = 1, \ldots, n$ define $k_i(j)$ in such a way that $[k_i(j)] = i$ and $k(j) \leq k_i(j) \leq k(j) + n - 1$. Then

$$
\forall i \in \{1, \ldots, n\} : \quad \|x_{k(j)} - x_{k_i(j)}\| \leq \sum_{\ell = k(j)}^{k(j)+n-2} \|x_{\ell+1} - x_\ell\| \to 0 \quad \text{as } j \to \infty.
$$

By Lemma 2.4 we have $\|F_i(x_{k(j)}) - y_i\| \to 0$ as $j \to \infty$, and therefore $\lim_{j \to \infty} \|F_i(x_{k(j)}) - y_i\| = 0$ for all $i \in \{1, \ldots, n\}$. Together with [26, Proposition 2.2] this implies that $\bar{x}$ is a solution
of (1.1). Now assume that $\hat{x}$ is another weak accumulation point with $\hat{x} \neq \bar{x}$ and that $x_{m(j)} \rightharpoonup \hat{x}$ as $j \to \infty$. Then $\bar{x}$ and $\hat{x}$ are both solutions to (1.1). By Lemma 2.4 and [34, Lemma 1], we obtain

$$\lim_{k \to \infty} \|x_k - \bar{x}\| = \liminf_{j \to \infty} \|x_{k(j)} - \bar{x}\| < \liminf_{j \to \infty} \|x_{k(j)} - \hat{x}\| = \lim_{k \to \infty} \|x_k - \hat{x}\|$$

and likewise $\lim_{k \to \infty} \|x_k - \hat{x}\| < \lim_{k \to \infty} \|x_k - \bar{x}\|$. This leads to a contradiction and therefore the weak accumulation point of $(x_k)_{k \in \mathbb{N}}$ is unique which implies $x_k \to x^*$.

(b): An inductive argument, together with the definition of $x_k$ shows

$$x_k = \sum_{i=1}^{n} w_{i,k} x_i - \sum_{l=1}^{k-1} c_{l,k} s_{l} F'_l(x_{\ell})^* \left( F'_l(x_{\ell}) - y_{[}\right)$$

for some $0 < w_{i,k} < 1$ with $\sum_{i=1}^{n} w_{i,k} = 1$ and $0 < c_{l,k} < 1$. Note that

$$\forall x \in B_\rho(x_0): \quad R\left(F'_i(x)^*\right) \subseteq N\left(F'_i(x)^*\right)^\perp \subseteq N\left(F'(x)^*\right)^\perp \subseteq N\left(F'(x^*)^\perp\right).$$

Thus $x_k \in x_0 + N\left(F'(x^*)^\perp\right)$ and, by continuity of $F'(x^*)$, we have $x^* \in x_0 + N\left(F'(x^*)^\perp\right)$. Together with [19, Proposition 2.1] we conclude $x^* = x^*$.

2.4 Noisy data case

Now we consider the noisy data case, where $\delta_i > 0$ for $i \in \{1, \ldots, n\}$. The AVEK iteration is then defined by (1.4)–(1.6) and stopped at the index

$$k^*(\delta) := \min \left\{ \ell \in \mathbb{N} \mid x_{\ell}^\delta = \cdots = x_{\ell+n}^\delta \right\}. \quad (2.8)$$

The following Lemma shows that the stopping index is well defined.

**Lemma 2.7.** The stopping index $k^*(\delta)$ defined in (2.8) is finite, and the corresponding residuals satisfy $\|F_i(x_{k^*(\delta)}^\delta) - y_i\| < \tau_i \delta_i$ for all $i \in \{1, \ldots, n\}$.

**Proof.** Similar to (2.6), from Proposition 2.2 we obtain

$$\sum_{k=n}^{m+n} \sum_{\ell=k-n+1}^{k} \alpha_{\ell} s_{\ell} \|F_{[\ell]}(x_{\ell}^\delta) - y_{[\ell]}^\delta\| \left( (1 - 2 \eta_{[\ell]}) \|F_{[\ell]}(x_{\ell}^\delta) - y_{[\ell]}^\delta\| - 2(1 + \eta_{[\ell]}) \delta_{[\ell]} \right)$$

$$\leq \sum_{i=1}^{n} i \|x_{i}^\delta - x^*\|^2.$$  

Note that either $\|F_{[\ell]}(x_{\ell}^\delta) - y_{[\ell]}^\delta\| \geq \tau_{[\ell]} \delta_{[\ell]}$ or it holds $\alpha_{\ell} = 0$. If $k^*(\delta)$ is infinite, there are infinitely many $\ell$ such that $\|F_{[\ell]}(x_{\ell}^\delta) - y_{[\ell]}^\delta\| \geq \tau_{[\ell]} \delta_{[\ell]}$. This implies that the left hand side of the above displayed equation tends to infinity as $m \to \infty$, which gives a contradiction. Thus $k^*(\delta)$ is finite. Again by Proposition 2.2, we obtain $\|F_i(x_{k^*(\delta)}^\delta) - y_i\| < \tau_i \delta_i$ for $i = 1, \ldots, n$. \qed
We next show the continuity of $x_k^\delta$ at $\delta = 0$. For that purpose denote

$$\Delta_k(\delta, y, y^\delta) := \sum_{\ell = k-n+1}^{k} \alpha_{\ell} F^*_\ell(x_{\ell}^\delta) \left( F_\ell(x_{\ell}^\delta) - y_{\ell}^\delta \right) - \sum_{\ell = k-n+1}^{k} F^*_\ell(x_{\ell}) \left( F_\ell(x_{\ell}) - y_{\ell} \right).$$

**Lemma 2.8.** For all $k \in \mathbb{N}$, we have

- $\lim_{\delta \to 0} \sup \{ \| \Delta_k(\delta, y, y^\delta) \| : \forall i = 1, \ldots, n : \| y_i^\delta - y_i \| \leq \delta_i \} = 0$;
- $\lim_{\delta \to 0} x_k^\delta = x_k$.

**Proof.** We prove the assertions by induction. The case $k \leq n$ is shown similar to the general case and therefore omitted. Assume that $k \geq n+1$ and that the assertions hold for all $m < k$. It follows immediately that $x_k^\delta \to x_k$ as $\delta \to 0$. Note that

$$\| \Delta_k(\delta, y, y^\delta) \| \leq \sum_{\ell = k-n+1}^{k} \left( \| F^*_\ell(x_{\ell}^\delta) \| \left( F_\ell(x_{\ell}^\delta) - y_{\ell}^\delta \right) - \| F^*_\ell(x_{\ell}) \| \left( F_\ell(x_{\ell}) - y_{\ell} \right) \right).$$

For each $\ell \in \{k-n+1, \ldots, k\}$, we consider two cases. In the case $\alpha_{\ell} = 1$, the continuity of $F$ and $F'$ implies $\| F^*_\ell(x_{\ell}^\delta) \| \left( F_\ell(x_{\ell}^\delta) - y_{\ell}^\delta \right) \to 0$ as $\delta \to 0$. In the case $\alpha_{\ell} = 0$, we have $\| F^*_\ell(x_{\ell}^\delta) \| \to 0$ as $\delta \to 0$.

Combining these two cases, we obtain $\| \Delta_k(\delta, y, y^\delta) \| \to 0$ as $\delta \to 0$.

**Theorem 2.9** (Convergence for noisy data). Let $\delta(j) := (\delta_{1}(j), \ldots, \delta_{n}(j))$ be a sequence in $(0, \infty)^n$ with $\lim_{j \to \infty} \max_{i=1,\ldots,n} \delta_{i}(j) = 0$, and let $y(j) = (y_{1}(j), \ldots, y_{n}(j))$ be a sequence of noisy data with $\| y_{i}(j) - y_{i} \| \leq \delta_{i}(j)$. Define $x_{k}^{\delta(j)}$ by (1.4)-(1.6) with $y(j)$ and $\delta(j)$ in place of $y^\delta$ and $\delta$, and define $k^*(\delta(j))$ by (2.8). Then the following assertions hold true:

(a) The sequence $x_{k^*(\delta(j))}^{\delta(j)}$ has at least one weak accumulation point and every such weak accumulation point is a solution of (1.1).

(b) If, in the case of exact data, $x_k$ converges strongly to $x^*$, then $\lim_{j \to \infty} x_{k^*(\delta(j))}^{\delta(j)} = x^*$.

(c) If the initializations are chosen as $x_{1}^{\delta(j)} = \cdots = x_{\bar{n}}^{\delta(j)} = x_0$, and (2.7) is satisfied, then each (strong or weak) limit $x^*$ is an $x_0$-minimal norm solution of (1.1).

**Proof.** (a): By Proposition 2.2 the sequence $x(j) := x_{k^*(\delta(j))}^{\delta(j)}$ remains in $B_\rho(x_0)$ and therefore has at least one weak accumulation point. Let $x^*$ be a weak accumulation point of $(x(j))_{j \in \mathbb{N}}$ and $(x(j(\ell)))_{\ell \in \mathbb{N}}$ a subsequence with $x(j(\ell)) \to x^*$ as $\ell \to \infty$. By Lemma 2.7 and the triangle
Figure 2.1: Recovering a function from the circular Radon transform. The function $f$ (representing some physical quantity of interest) is supported inside the disc $D(R)$. Detectors are placed at various locations on the observable part of the boundary $\Gamma \subseteq \partial D(R)$ and record averages of $f$ over circles with varying radii. No detectors can be placed at the un-observable part $\partial D(R) \setminus \Gamma$ of the boundary.

Inequality, for every $i \in \{1, \ldots, n\}$ we have $\|F_i(x(j(\ell))) - F_i(x^*)\| \leq 2\delta_i(\ell(\ell)) \to 0$ as $\ell \to \infty$. Using [26, Proposition 2.2] we conclude that $x^*$ is a solution of (1.1).

(b): We consider two cases. In the first case we assume that $(k^*(\delta(j)))_{j\in\mathbb{N}}$ is bounded. It is sufficient to show that for each accumulation point $k^*$ of $(k^*(\delta(j)))_{j\in\mathbb{N}}$, which is clearly finite, it holds that $\lim_{j\to\infty} x_{k^*}^{j} = x^*$. Without loss of generality, we can assume that $k^*(\delta(j)) = k^*$ for all sufficiently large $j$. By Lemma 2.7, we have $\|F_i(x_{k^*}^{j}) - y_{i,\delta(j)}\| \leq \tau_i \delta_i(j)$ and, by taking the limit $j \to \infty$, that $F_i(x_{k^*}) = y_i$. Thus, it holds that $x_{k^*} = x^*$ and therefore $x_{k^*}^{j} \to x^*$ as $j \to \infty$.

In the second case, we assume $\limsup_{j\to\infty} k^*(\delta(j)) = \infty$. Without loss of generality, we can assume that $k^*(\delta(j))$ is monotonically increasing. For any $\varepsilon > 0$, there exists some $m \in \mathbb{N}$ with $\|x_{m-i+1} - x^*\| \leq \varepsilon/2$ for $i = 1, \ldots, n$. An inductive argument, together with Proposition 2.2 shows $\|x_{k^*+m} - x^*\| \leq \sum_{i=1}^{n} w_i k_i |x_{m-i+1} - x^*|$ for certain weighs $0 < w_{i,k} < 1$ with $\sum_{i=1}^{n} w_{i,k} = 1$. Then for sufficiently large $j$ it holds that

$$\|x_{k^*}^{j(\delta(j))} - x^*\| \leq \max_{i=1,\ldots,n} \|x_{m-i+1}^{\delta(j)} - x^*\| \leq \max_{i=1,\ldots,n} \left( \|x_{m-i+1}^{\delta(j)} - x_{m-i+1}\| + \|x_{m-i+1}^{\delta(j)} - x^*\| \right) \leq \max_{i=1,\ldots,n} \|x_{m-i+1}^{\delta(j)} - x_{m-i+1}\| + \varepsilon/2.$$

From Lemma 2.8, we have $\|x_{m-i+1}^{\delta(j)} - x_{m-i+1}\| \leq \varepsilon/2$ for sufficiently large $j$. We thus conclude that $\|x_{k^*}^{j(\delta(j))} - x^*\| \leq \varepsilon$, and therefore, $\lim_{j\to\infty} x_{k^*}^{j(\delta(j))} = x^*$.

(c): This follows similarly as in Theorem 2.6 (b).
3 Application to the circular Radon transform

In this section we apply the AVEK iteration to the limited view problem for the circular Radon transform. We present numerical results for exact and noisy data, and compare the AVEK iteration to other standard iterative schemes, namely the Kaczmarz and the Landweber iteration.

3.1 The circular Radon transform

Consider the circular Radon transform, with maps a function \( f : \mathbb{R}^2 \to \mathbb{R} \) supported in the disc \( D(R) := \{ x \in \mathbb{R}^2 \mid \|x\| < R \} \) to the function \( M : \Gamma \times [0,2R] \to \mathbb{R} \) defined by

\[
(Mf)(z,r) := \frac{1}{2\pi} \int_0^{2\pi} f(z + (r \cos \beta, r \sin \beta)) \, d\beta \quad \text{for} \quad (z,r) \in \Gamma \times [0,2R].
\]

Here \( \Gamma \subseteq \partial D(R) \) is the observable part of the boundary \( \partial D(R) \) enclosing the support of \( f \), and the function value \( (Mf)(z,r) \) is the average of \( f \) over a circle with center \( z \in \Gamma \) and radius \( r \in [0,2R] \). Recovering a function from circular means is important for many modern imaging applications, where the centers of the circles of integration correspond to admissible locations of detectors; see Figure 2.1. For example, the circular Radon transform is essential for the hybrid imaging modalities photoacoustic and thermoacoustic tomography, where the function \( f \) models the initial pressure of the induced acoustic field [24, 41, 9, 42]. The inversion from circular means is also important for technologies such as SAR and SONAR imaging [1, 4], ultrasound hybrid imaging modalities photoacoustic and thermoacoustic tomography, where the function \( f \) models the initial pressure of the induced acoustic field [24, 41, 9, 42].

The case \( \Gamma = \partial D(R) \) corresponds to the complete data situation, where the circular Radon transform is known to be smoothing as half times integration; therefore its inversion is mildly ill-posed. This follows, for example, from the explicit inversion formulas derived in [15]. In this paper we are particularly interested in the limited data case corresponding to \( \Gamma \subseteq \partial D(R) \). In such a situation, no explicit inversion formulas exist. Additionally, the limited data problem is severely ill-posed and artefacts are expected when reconstructing a general function with support in \( D(R) \); see [2, 16, 31, 39].

3.2 Mathematical problem formulation

In the following, let \( \Gamma_i \subseteq \partial D(R) \) for \( i \in \{1, \ldots, n\} \) denote relatively closed subsets of \( \partial D(R) \) whose interiors are pairwise disjoint. We call \( \Gamma_i \) the \( i \)-th detection curve and define the \( i \)-th partial circular Radon transform by

\[
M_i : L^2(D(R)) \to L^2(\Gamma_i \times [0,2R]; 4r\pi) : f \mapsto Mf|_{\Gamma_i \times [0,2R]}.
\]

Here \( Mf \) is defined by (3.1) and \( Mf|_{\Gamma_i \times [0,2R]} \) denotes the restriction of \( Mf \) to circles whose centers are located on \( \Gamma_i \). Further, \( L^2(\Gamma_i \times [0,2R]; 4r\pi) \) is the Hilbert space of all functions \( g_i : \Gamma_i \times [0,2R] \to \mathbb{R} \) with \( \|g_i\|^2 := 4\pi \int_{\Gamma_i} \int_0^{2R} |g_i(z,r)|^2 \, rdrdz < \infty \), where \( ds \) is the arc length measure (i.e. the standard one-dimensional surface measure). Inverting the circular Radon transform is then equivalent to solving the system of linear equations

\[
M_i(f) = g_i \quad \text{for} \quad i = 1, \ldots, n.
\]

In the case that \( \bigcup_{i=1}^n \Gamma_i = \partial D(R) \) we have complete data; otherwise we face the limited data problem. In any case, regularization methods have to be applied for solving (3.3). Here we apply iterative regularization methods for that purpose.
Lemma 3.1. For any \( i \in \{1, \ldots, n\} \), the following hold:

(a) \( M_i \) is well defined, bounded and linear.

(b) We have \( \|M_i\| \leq \sqrt{|\Gamma_i|} \), where \( |\Gamma_i| \) is the arc length measure of \( \Gamma_i \).

(c) The adjoint \( M_i^* : L^2(\Gamma_i \times [0, 2R]; 4\pi) \to L^2(D(R)) \) is given by

\[
(M_i^* g)(x) = 2 \int_{\Gamma_i} g(z, \|z - x\|) ds(z) \quad \text{for } x \in D(R).
\]

Proof. All claims are easily verified using Fubini’s theorem.

From Lemma 3.1 we conclude that (3.3) fits in the general framework studied in this paper, with \( F_i = M_i \), \( X = L^2(D(R)) \) and \( Y_i = L^2(\Gamma_i \times [0, 2R]; 4\pi) \). In particular, the established convergence analysis for the AVEK method can be applied. The same holds true for the Landweber and the Kaczmarz iteration.

Suppose noisy data \( g_i^\delta = M_i f^\delta \) with \( \|g_i^\delta - M_i f\| \leq \delta_i \) are given. The Landweber, Kaczmarz and AVEK iteration for reconstructing \( f \) from such data are given by

\[
f_{k+1}^\delta = f_k^\delta - \frac{1}{n} \sum_{i=1}^{n} M_i^* (M_i (f_k^\delta) - g_i^\delta),
\]

\[
f_{k+1}^\delta = f_k^\delta - s_k \alpha_k M_i^* (M_i (f_k^\delta) - g_i^\delta),
\]

\[
f_{k+1}^\delta = f_k^\delta - \frac{1}{n} \sum_{\ell=k-n+1}^{k} f_\ell^\delta - s_\ell \alpha_\ell M_i^* (M_i (f_\ell^\delta) - g_i^\delta),
\]

respectively. Here \( s_k \) are step sizes and \( \alpha_k \in \{0, 1\} \) the additional parameters for noisy data. How we implement these iterations is outlined in the following subsection.

3.3 Numerical implementation

In the numerical implementation, \( f : \mathbb{R}^2 \to \mathbb{R} \) is represented by a discrete vector \( f \in \mathbb{R}^{(N_x+1) \times (N_x+1)} \) obtained by uniform sampling

\[
f[j] \simeq f((-R, -R) + j2R/N_x) \quad \text{for } j = (j_1, j_2) \in \{0, \ldots, N_x\}^2
\]
on a cartesian grid. Further, any function \( g : \partial D(R) \times [0, 2R] \to \mathbb{R} \) is represented by a discrete vector \( g \in \mathbb{R}^{N_\varphi \times (N_x+1)} \), with

\[
g[k, \ell] \simeq g\left((R \cos(2\pi k/N_\varphi), R \sin(2\pi k/N_\varphi)) + \ell \frac{2R}{N_r}\right).
\]

Here \( N_\varphi \) denotes the number of equidistant detector locations on the full boundary \( \partial D(R) \). We further write \( K_i \) for the set of all indices in \( \{0, \ldots, N_\varphi - 1\} \) with detector location \( R(\cos(2\pi k/N_\varphi), \sin(2\pi k/N_\varphi)) \) contained in \( \Gamma_i \); the corresponding discrete data are denoted by \( g_i \in \mathbb{R}^{\{K_i\} \times (N_x+1)} \).

The AVEK, Landweber and Kaczmarz iterations are implemented by replacing \( M_i \) and \( M_i^* \) for any \( i \in \{1, \ldots, N\} \) with discrete counterparts

\[
M_i : \mathbb{R}^{(N_x+1) \times (N_x+1)} \to \mathbb{R}^{\{|K_i|\} \times (N_x+1)},
\]

(3.7)
For that purpose we compute the discrete spherical means $M_i f$ using the trapezoidal rule for discretizing the integral over $\beta$ in (3.1). The function values of $f$ required the trapezoidal rule are obtained by the bilinear interpolation of $f$. The discrete circular backprojection $B_i$ is a numerical approximation of the adjoint of the $i$-th partial circular Radon transform. It is implemented using a backprojection procedure described in detail in [9, 15]. Note that $B_i$ is based on the continuous adjoint $M_i^*$ and is not the exact adjoint of the discretization $M_i f$. See, for example, [40] for a discussion on the use of discrete and continuous adjoints.

Using the above discretization, the resulting discrete Landweber, Kaczmarz and AVEK iterations are given by

$$ f_{k+1}^\delta = f_k^\delta - \frac{s_k}{n} \sum_{i=1}^n B_i(M_i(f_k^\delta) - g_k^\delta) $$

(3.9)

$$ f_{k+1}^\delta = f_k^\delta - s_k \alpha_k B_k(M_k(f_k^\delta) - g_k^\delta) $$

(3.10)

$$ f_{k+1}^\delta = \frac{1}{n} \sum_{\ell=k-n+1}^k f_\ell^\delta - s_\ell \alpha_\ell B_\ell(M_\ell(f_\ell^\delta) - g_\ell^\delta) $$

(3.11)

respectively. Here $g_k^\delta \in \mathbb{R}^{K_i \times (N_r+1)}$ are discrete noisy data, $s_k$ are step size parameters and $\alpha_k \in \{0, 1\}$ additional tuning parameters for noisy data. We always choose the zero vector $0 \in \mathbb{R}^{(N_x+1) \times (N_r+1)}$ as the initialization; that is, $f_1^\delta := 0$ for the Landweber and the Kaczmarz iteration, and $f_1^\delta = \cdots = f_n^\delta := 0$ for the AVEK iteration.

3.4 Numerical simulations

In the following numerical results we consider the case where $R = 1$. We assume measurements on the half circle $\Gamma = \{(z_1, z_2) \in S^1 \mid z_2 > 0\}$, choose $N_x = N_r = 200$ and use $N = 100$ detector
locations on Γ. Further, we use a partition of Γ in 100 arcs Γ_i of equal arc length. The phantom f ∈ R^{201×201} used for the presented results and the numerically computed data M_i f ∈ R^{1×201} for i = 1, …, 100 are shown Figure 3.1. We refer to one cycle of the iterative methods after we performed an update using any of the equation. One such cycle consists of n consecutive iterative updates for the AVEK and the Kaczmarz iteration and one iterative update for the Landweber iteration. The numerical effort for one cycle in any of the considered methods is given by O(NN_2^2), with similar leading constants.

Results for exact data

We first consider the case of exact data shown in Figure 3.1. The step sizes for all methods have been chosen constant and in such a way that the iterations are fast and on the other hand stable. For the Landweber iteration the step size has been taken as s_{LW} = 2, for the Kaczmarz iteration as s_K = 0.5 and for the AVEK as s_{AVEK} = 5. Note that for the AVEK method our convergence analysis assumes a step size below 1; however larger step sizes turned out to be stable and yield faster convergence. This is not the case for the Landweber and the Kaczmarz method, where a step size above 2 yields divergence. Further, note that in the Kaczmarz and the AVEK method the equations have been randomly rearranged prior to each cycle.

![Residuum and relative reconstruction error](image)

Figure 3.2: Residuum and relative reconstruction error (after taking logarithm to basis 10) for exact data during the first 80 cycles.

The convergence behavior during the first 80 cycles using the Landweber, the Kaczmarz and the AVEK method are shown in Figure 3.2. As can be seen, the Landweber is the slowest and the Kaczmarz the fastest method. In order to visually compare the results, in Figure 3.3 we show reconstructions using the three considered methods after 10, 20 and 80 iterations. In any case, one notes reconstruction artifacts outside the convex hull of the detection curve, which is expected using limited view data [2, 16, 31, 39]. Inside the convex hull, the Kaczmarz and the AVEK give quite accurate results already after a reasonable number of cycles.

Results for noisy data

We also tested the iterations on data g^δ after adding 5% noise. For that purpose added Gaussian white noise to g^δ such that the resulting data satisfy ∥g^δ − g∥/∥g∥ ≃ 0.05. The step sizes are
Figure 3.3: Reconstructions from exact data after 10 iterations (left), 20 iterations (center) and 80 iterations (right). Top row: Landweber. Middle row: Kaczmarz. Bottom row: AVEK.

taken as in the exact data case and \( \tau_k \) is chosen in such a way that no iterations are skipped. The convergence behavior during the first 80 cycles using noisy data is shown in Figure 3.4. One notes that as in the exact data case, the residuals \( \| Mf_k^\delta - g^\delta \| \) are decreasing for all methods. The reconstruction errors \( \| f_k^\delta - f \| \), on the other hand, show the typical semi-convergence behavior for ill-posed problems. The Kaczmarz iteration is again the fastest and the Landweber method again the slowest method. The minimal \( L^2 \)-reconstruction errors have been obtained after 48 iterations for the Landweber iteration, after 2 cycles for the Kaczmarz iteration, and after 11 cycles for the AVEK. The corresponding relative reconstruction errors \( \| f_k^\delta - f \|/\|f\| \) are 0.2363 for the Kaczmarz method and and 0.2327 for the Landweber as well as the AVEK method. The Landweber and the AVEK method therefore slightly outperform the Kaczmarz method in terms of the minimal reconstruction error. Reconstruction results after 2, 10 and 20 iterations are shown in Figure 3.5.

As the results of iterative methods for inconsistent problems are known to essentially depend on the step size (for example of the Kaczmarz method \([10, 32] \), developing appropriate step size strategies can significantly improve the results. Here we have simply used constant and conservative step sizes. Further, adjusting the skipping parameters \( \alpha_k \) can potentially improve and stabilize the AVEK method. A precise comparison of the methods using parameter fine-tuning and implementing adaptive and data-driven choices deserves further investigation; this, however, is beyond the scope of this paper.
Figure 3.4: Residuum and relative reconstruction error (after taking logarithm to basis 10) for noisy data during the first 80 cycles. One notices the typical semi convergence behavior of all methods.

Figure 3.5: Reconstructions from noisy data after 2 iterations (left), 10 iterations (center) and 20 iterations (right). Top row: Landweber. Middle row: Kaczmarz. Bottom row: AVEK.
4 Conclusion and outlook

In this paper we introduced the averaged Kaczmarz (AVEK) method as a paradigm of a new iterative regularization method. AVEK can be seen as a hybrid between Landweber’s and Kaczmarz’s method for solving inverse problems given as systems of equations $F_i(x) = y_i$. As the Kaczmarz method, AVEK requires only solving one forward and one adjoint problem per iteration. As the Landweber method, it uses information from all equations per update which can have a stabilizing effect. As main theoretical results, we have shown that the AVEK method converges weakly in the case of exact data (see Theorem 2.6), and presented convergence results for noisy data (see Theorem 2.9). Note that the convergence as $\delta \to 0$ in Theorem 2.9 (b) assumes strong convergence in the exact data case. It is an open problem if the same conclusion holds under its weak convergence only. Another open problem is the strong convergence for exact data in the general case. We conjecture both issues to hold true.

In Section 3, we presented numerical results for the AVEK method applied to the limited view problem for the circular Radon, which is relevant for photoacoustic tomography. For comparison purpose we also applied the Landweber and the Kaczmarz method to the same problem. In the exact data case, the observed convergence speed (number of cycles versus reconstruction error) of the AVEK turned out to be somewhere between the Kaczmarz (fastest) and the Landweber method (slowest). A similar behavior has been observed in the noisy data case. In this case, the minimal reconstruction error for the AVEK is slightly smaller that the one of the Kaczmarz method and equal to the Landweber method. The required number of iterations however is less than the one of the Landweber method. These initial results are encouraging and show that the AVEK is a useful iterative method for tomographic image reconstruction. Detailed studies are required in future work on the optimal selection of parameter such as the step sizes or the number of partitions.

We see AVEK as the basic member of a new class of iterative reconstruction method. It shares some similarities with the incremental gradient method proposed in the seminal work [7] (studied for well-posed problems in finite dimensions). Applied to (1.1), the incremental gradient method reads

$$\forall k \geq n: \quad x_{k+1} = x_k - s_k n \sum_{\ell=k-n+1}^k F'_{[\ell]}(x_{[\ell]})^*(F_{[\ell]}(x_{[\ell]}) - y_{[\ell]}) .$$

Instead of an average over individual auxiliary updates, the incremental gradient method uses an average over the individual gradients. Studying and analyzing the incremental gradient method for inverse problems is an interesting open issue. The incremental gradient method has been generalized in various directions. This includes proximal incremental gradient methods [5] or the averaged stochastic gradient method of [37]. Similar extensions for the AVEK (for ill-posed as well as well-posed problems) are interesting lines of future research.

Acknowledgment

H.L. acknowledges support through the National Nature Science Foundation of China (61571008, 61402495).
A Deconvolution of sequences and proof of Lemma 2.5

The main aim of this appendix is to prove Lemma 2.5, concerning the convergence of the difference of two consecutive iterates of the AVEK iteration. For that purpose, we will first derive auxiliary results concerning deconvolution equations for sequences in Hilbert spaces that are of interest in its own.

For the following it is helpful to identify any sequence \((a_k)_{k \in \mathbb{N}_0} \in \mathbb{C}^{N_0}\) with a formal power series \(a = \sum_{k=0}^{\infty} a_k X^k\). Here \(X^k \in \mathbb{C}^{N_0}\) is the sequence defined by \(X_k^1 = 1\) and \(X_k^0 = 0\) for \(k \neq 1\). For two complex sequences \(a, b \in \mathbb{C}^{N_0}\), the Cauchy product \(a \ast b \in \mathbb{C}^{N_0}\) is defined by \((a \ast b)_k := \sum_{j=0}^{k} a_j b_{k-j}\); see [20]. We say that \(a \in \mathbb{C}^{N_0}\) is invertible if there is \(b \in \mathbb{C}^{N_0}\) with \(a \ast b = (1, 0, \ldots)\). We write \(b := a^{-1}\) and call it the reciprocal formal power series of \(a\), or simply the inverse of \(a\). Moreover one easily verifies (see [20]) that the formal power series \(a = \sum_{k=0}^{\infty} a_k X^k\) is invertible if and only if \(a_0 \neq 0\). In this case \(b = a^{-1}\) is unique and defined by the recursion \(b_0 = 1/a_0\) and \(b_k = -\frac{1}{a_0} \sum_{j=0}^{k-1} b_j a_{k-j}\) for \(k \geq 1\). One further verifies that \(C^{N_0}\) together with point-wise addition and scalar multiplication and the Cauchy product forms an associative algebra.

A.1 Convolutions in Hilbert spaces

Throughout this subsection \(X\) denotes an arbitrary Hilbert space. For \(a \in \mathbb{C}^{N_0}\) and \(x \in \mathbb{X}^{N_0}\) define the convolution \(x \ast a \in \mathbb{X}^{N_0}\) by

\[
\forall k \in \mathbb{N}_0: \quad (x \ast a)_k := \sum_{j=0}^{k} x_j a_{k-j}. \tag{A.1}
\]

One verifies that \((x \ast a) \ast b = x \ast (a \ast b)\) for \(a, b \in \mathbb{C}^{N_0}\) and \(x \in \mathbb{X}^{N_0}\). Moreover, the set of bounded sequences \(\ell^\infty(\mathbb{N}_0, \mathbb{X}) := \{x \in \mathbb{X}^{N_0} \mid x_k \text{ bounded}\}\) forms a Banach space together with the supremum norm \(\|x\|_\infty := \sup\{\|x_k\| \mid k \in \mathbb{N}_0\}\). Finally, \(c_0(\mathbb{N}_0, \mathbb{X}) := \{x \in \mathbb{X}^{N_0} \mid \lim_{k \to \infty} x_k = 0\}\) denotes the space of sequences in \(X\) converging to zero.

**Lemma A.1.** Let \(b \in \ell^1(\mathbb{N}_0, \mathbb{C})\) and define \(b^{(m)} := (b_0, \ldots, b_m, 0, \ldots)\). Then,

(a) \(\forall x \in c_0(\mathbb{N}_0, \mathbb{X}): x \ast b^{(m)} \in c_0(\mathbb{N}_0, \mathbb{X})\);

(b) \(\forall x \in \ell^\infty(\mathbb{N}_0, \mathbb{X}): x \ast b \in \ell^\infty(\mathbb{N}_0, \mathbb{X})\) and \(\lim_{m \to \infty} \|x \ast b - x \ast b^{(m)}\|_\infty = 0\);

(c) \(\forall x \in c_0(\mathbb{N}_0, \mathbb{X}): x \ast b \in c_0(\mathbb{N}_0, \mathbb{X})\).

**Proof.** (a) For \(k \geq m\) we have \((x \ast b^{(m)})_k = \sum_{j=0}^{k} x_j b_{k-j} = \sum_{j=0}^{k} x_j b_{k-j} - \sum_{j=0}^{m-1} x_j b_{k-j} \in \mathbb{X}^{N_0}\). Hence \(x \ast b^{(m)}\) converges to zero because \(x_j b_{k-j}\) does so.

(b) For \(k \leq m\) we have \((x \ast b^{(m)})_k = \sum_{j=0}^{k} x_j b_{k-j} = (x \ast b)_k\). For \(k > m\) we have

- \((x \ast b)_k - (x \ast b^{(m)})_k = \sum_{j=0}^{k} x_j b_{k-j} - \sum_{j=0}^{k} x_j b_{k-j} - \sum_{j=0}^{k-m-1} x_j b_{k-j} = \sum_{j=0}^{k-m-1} x_j b_{k-j}\); 
- \(\|(x \ast b)_k - (x \ast b^{(m)})_k\| \leq \|x\|_\infty \sum_{j=0}^{k-m-1} |b_{k-j}| \leq \|x\|_\infty \sum_{j=m+1}^{\infty} |b_j|\); 
- \(\sum_{j=m+1}^{\infty} |b_j| \to 0\) (because \(\sum_{j=0}^{\infty} |b_j| < \infty\)).

We conclude that \(\|(x \ast b) - (x \ast b^{(m)})\|_\infty \leq \|x\|_\infty \sum_{j=m+1}^{\infty} |b_j| \to 0\).

(c) Follows from (a), (b) and the closedness of \(c_0(\mathbb{N}_0, \mathbb{X})\) in \(\ell^\infty(\mathbb{N}_0, \mathbb{X})\). \(\square\)
As an application of Lemma A.1 we can show the following result, which is the main ingredient for the proof of Lemma 2.5.

**Proposition A.2** (A deconvolution problem). For any sequence \( d = (d_k)_{k=1}^\infty \) in \( \mathbb{X}^N_0 \) and any \( n \in \mathbb{N}_0 \), the following implication holds true:

\[
\lim_{k \to \infty} \sum_{j=1}^{n} j d_{k-n+j} = 0 \implies \lim_{k \to \infty} d_k = 0.
\]

**Proof.** Set \( a := (n, n-1, \ldots, 1, 0, \ldots) \) and suppose that \( (d * a)_k \to 0 \) as \( k \to \infty \). We have to verify that \( d_k \to 0 \) as \( k \to \infty \), which is divided in several steps.

- **Step 1:** All zeros of the polynomial \( p : \mathbb{C} \to \mathbb{C} : z \mapsto n + (n-1)z + \cdots z^{n-1} \) are contained in \( \{ z \in \mathbb{C} \mid \|z\| > 1 \} \).

  Because \( p(0) \neq 0 \), in order to verify Step 1, it is sufficient to show that all zeros of \( p(1/z) \) are contained in the unit disc \( B_1(0) = \{ z \in \mathbb{C} \mid \|z\| < 1 \} \). Hence it is sufficient to show that the polynomial \( q(z) := z^{n-1}p(1/z) := nz^{n-1} + (n-1)z^{n-2} + \cdots + 1 \) has all zeros in \( B_1(0) \). Further note that \( q(z) = Q'(z) \), where \( Q(z) := z^n + z^{n-1} + \cdots + z \) has the form \( Q(z) = \frac{z^n - 1}{z - 1} \). Consequently, \( \{0\} \cup \{ z \in \mathbb{C} \mid z^n = 1 \wedge z \neq 1 \} \) is the set of zeros of \( Q \). The Gauss-Lukas theorem (see [28, Theorem (6.1)]) states that all critical points of a non-constant polynomial \( f \) are contained in the convex hull \( H \) of the set of zeros of \( f \). If the zeros of \( f \) are not collinear, then no critical point lies on \( \partial H \) unless it is a multiple zero of \( f \). Note that all zeros of \( Q \) are simple, not collinear and contained in \( B_1(0) \). According the Gauss-Lukas theorem all zeros of \( q = Q' \) are contained in \( B_1(0) \). Consequently all zeros of \( p \) are indeed contained in \( \{ z \in \mathbb{C} \mid \|z\| > 1 \} \).

- **Step 2:** We have \( a^{-1} \in \ell^1(\mathbb{N}_0, \mathbb{C}) \).

  All zeros of \( p(z) \) are outside of \( B_{1+\epsilon}(0) \) for some \( \epsilon > 0 \) and therefore \( 1/p(z) \) is analytic in \( B_{1+\epsilon}(0) \) and can be expanded in a power series \( 1/p(z) = \sum_{k \in \mathbb{N}_0} b_k z^k \). The radius of convergence is at least \( 1 + \epsilon \) (as the radius of convergence of a function \( f \) is the radius of the largest disc where \( f \) or an analytic continuation of \( f \) is analytic; see for example [20, Theorem 3.3a].) We have

\[
1 = p(z) \frac{1}{p(z)} = \sum_{j=0}^{n-1} a_j z^j \sum_{k \in \mathbb{N}_0} b_k z^k = \sum_{k \in \mathbb{N}_0} (a * b)_k z^k.
\]

Hence \( a * b = (1, 0, 0, \ldots) \) and \( a^{-1} = b \in \ell^1(\mathbb{N}_0, \mathbb{C}) \).

- **Step 3:** We are now ready to complete the proof. According to the assumption, we have \( d \ast a \in c_0(\mathbb{N}_0, \mathbb{X}) \). According to Step 2, we have \( a^{-1} \in \ell^1(\mathbb{N}_0, \mathbb{C}) \). Therefore Lemma A.1 (c) implies that \( d = (d * a) * a^{-1} \in c_0(\mathbb{N}_0, \mathbb{X}) \).

\[\square\]

### A.2 Application to the AVEK iteration

Now let \( x_k \) is defined by (2.4), let \( x^* \in B_p(x_0) \) be an arbitrary solution to (1.1) and assume that (2.1) and (2.2) hold true. We introduce the auxiliary sequences \( d_k := x_{k+1} - x_k \), \( z_k := \frac{1}{n} \sum_{j=1}^{n} j x_{k-n+j} \) and \( r_k := F'(k)(x_k)^*(F(k)(x_k) - y_k) \). Here \( d_k \) are the differences between two consecutive iterations that we show to converge to zero, \( z_k \) will be required in the subsequent analysis, and \( r_k \) are the residuals.
Lemma A.3.

(a) \( \lim_{k \to \infty} x_{k+1} - \frac{1}{n} \sum_{\ell=k-n+1}^{k} x_\ell = 0; \)

(b) \( z_{k+1} - z_k = x_{k+1} - \frac{1}{n} \sum_{\ell=k-n+1}^{k} x_\ell; \)

(c) \( \lim_{k \to \infty} z_{k+1} - z_k = \frac{1}{n} \lim_{k \to \infty} \sum_{j=1}^{n} j d_{k-n+j} = 0. \)

Proof. (a): By the definition of \( x_k, r_k \), we have \( x_{k+1} = \frac{1}{n} \sum_{\ell=k-n+1}^{k} x_\ell - s_\ell r_\ell. \) Therefore

\[
\left\| x_{k+1} - \frac{1}{n} \sum_{i=k-n+1}^{k} x_i \right\| = \left\| \frac{1}{n} \sum_{i=k-n+1}^{k} s_\ell r_\ell \right\| \leq \frac{1}{n} \sum_{i=k-n+1}^{k} s_\ell \left\| r_\ell \right\| .
\]

As we already know that \( s_\ell \left\| r_\ell \right\| \to 0 \), the claim follows.

(b): We have

\[
z_{k+1} - z_k = \frac{1}{n} \sum_{j=1}^{n} j x_{k-n+j+1} - \frac{1}{n} \sum_{j=1}^{n} j x_{k-n+j} = x_{n+1} + \frac{1}{n} \sum_{j=1}^{n-1} j x_{k-n+j+1} - \frac{1}{n} \sum_{j=1}^{n} j x_{k-n+j} - \frac{1}{n} x_{k-n+1} = \]

\[
x_{n+1} + \frac{1}{n} \sum_{j=2}^{n} (j-1) x_{k-n+j} - \frac{1}{n} \sum_{j=2}^{n} j x_{k-n+j} - \frac{1}{n} x_{k-n+1} =
\]

\[
x_{n+1} - \frac{1}{n} \sum_{j=2}^{n} x_{k-n+j} - \frac{1}{n} x_{k-n+1} = x_{n+1} - \frac{1}{n} \sum_{j=1}^{n} x_{k-n+j}.
\]

(c): Follows from (a), (b).

\[ \square \]

Proof of Lemma 2.5

Lemma 2.5 now is an immediate consequence of Lemma A.3 and Proposition A.2. In fact, from Lemma A.3 (c) we know that \( \lim_{k \to \infty} \sum_{j=1}^{n} j d_{k-n+j} = 0 \) for \( k \to \infty \). Then the assertion follows from Proposition A.2.
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